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Abstract
Neurons in early sensory cortex show weak but systematic correlations
with perceptual decisions when trained animals perform at psychophys-
ical threshold. These correlations are observed across repeated presen-
tations of identical stimuli and cannot be explained by variation in exter-
nal factors. The relationship between the activity of individual sensory
neurons and the animal’s behavioral choice means that even neurons
in early sensory cortex carry information about an upcoming decision.
This relationship, termed choice probability, may reflect the effect of
fluctuations in neuronal firing rate on the animal’s decision, but it can
also reflect modulation of sensory responses by cognitive factors, or net-
work properties such as variability that is shared among populations of
neurons. Here, we review recent work clarifying the relationship among
fluctuations in the responses of individual neurons, correlated variabil-
ity, and behavior in a variety of tasks and cortical areas. We also discuss
the possibility that choice probability may in part reflect the influence
of cognitive factors on sensory neurons and explore the situations in
which choice probability can be used to make inferences about the role
of particular sensory neurons in the decision-making process.

463

A
nn

u.
 R

ev
. N

eu
ro

sc
i. 

20
12

.3
5:

46
3-

48
3.

 D
ow

nl
oa

de
d 

fro
m

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
by

 C
ar

ne
gi

e 
M

el
lo

n 
U

ni
ve

rs
ity

 o
n 

10
/1

8/
12

. F
or

 p
er

so
na

l u
se

 o
nl

y.



NE35CH22-Cumming ARI 21 May 2012 11:33

Contents
INTRODUCTION . . . . . . . . . . . . . . . . . . 464
DETERMINING THE NUMBER

OF NEURONS INVOLVED
IN A DECISION. . . . . . . . . . . . . . . . . . 467

INTERNEURONAL NOISE
CORRELATIONS
AND CHOICE PROBABILITY . . . 468
The Importance of Noise

Correlation Structure . . . . . . . . . . . 468
Sources of Correlation Leading to

Choice Probability . . . . . . . . . . . . . . 470
Choice Probability for More than

One Stimulus Attribute Indicates
Highly Structured or Flexible
Correlations . . . . . . . . . . . . . . . . . . . . 472

Detection Tasks: A Different
Relationship Between Noise
Correlations, Neuronal Activity,
and Behavior . . . . . . . . . . . . . . . . . . . 474

USING CHOICE PROBABILITY
TO INFER READOUT . . . . . . . . . . . 475
It Is Difficult to Infer the Time

Window in Which Decisions
Are Made. . . . . . . . . . . . . . . . . . . . . . . 476

Combining Measures of Noise
Correlation and Choice
Probability to Infer Readout . . . . . 478

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . 480

INTRODUCTION
How the responses of individual neurons and
their interactions with nearby neurons relate
to perception is critical to understanding
how the brain generates our mental world. Un-
til the late 1980s, this question was addressed
predominantly by studying a subject’s percep-
tual performance and the response properties
of individual sensory neurons in separate exper-
iments (reviewed in Parker & Newsome 1998).
Since then, numerous studies have simulta-
neously measured the activity of individual
neurons and subjects’ perceptual judgments.

Simultaneous neuronal recordings and
behavioral measurements provide the opportu-

nity to determine the relationship between the
neuron’s responses and the animal’s behavioral
choices. Cortical neurons respond variably to
repeated presentations of the same stimulus
(Tolhurst et al. 1983) (see Figure 1). For near-
threshold perceptual judgments, observers
make variable choices as well, making errors on
some fraction of behavioral trials. Measuring
the extent to which the fluctuations in the
responses of an individual neuron predict
perceptual judgments may reveal important
information about the role played by single
neurons in a behavioral task.

The relationship between the trial-to-trial
fluctuations in the activity of individual sensory
neurons and perceptual decisions is typically
quantified using a measure called choice proba-
bility (CP). The idea of CP was first introduced
by Britten and colleagues (1996), who recorded
the activity of direction-selective neurons
in the middle temporal area (MT) while
monkeys performed a two-alternative forced-
choice motion-direction-discrimination task
(Figure 1a). The authors noticed that they
could predict, from the responses of single
MT neurons, whether, for example, a monkey
would report that a random dot stimulus
containing no net motion was moving upward
or downward (Figure 1b,c).

The authors used CP to quantify the extent
to which they could use the neuron’s responses
to a given stimulus to predict the animal’s per-
ceptual decisions. If, for example, the authors
recorded from a neuron whose preferred di-
rection was upward, they hypothesized that the
animal would be more likely to report upward
motion on trials in which that neuron fired
more than its average. Conversely, they hypoth-
esized that the animal would be more likely to
report downward motion on trials in which the
neuron fired less than its average. CP quantifies
the accuracy of this prediction by represent-
ing the proportion of trials on which an ideal
observer could predict the animal’s choices
given the firing rate of the neuron (Figure 1c)
(Shadlen et al. 1996). A CP of 1 would mean that
the neuron always fired more on trials when the
monkey reported upward motion than on trials
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Figure 1
Measuring and calculating choice probability and noise correlation. (a) The original choice probability (CP) study (Britten et al. 1996)
used a task in which monkeys reported whether the coherent motion in a random dot display moved in one of two opposite directions,
illustrated here for an up-down discrimination. Signal strength was adjusted by varying the fraction of dots moving coherently in one
direction ( filled circles), whereas the remaining dots moved at random (noise dots, open circles). CP was usually calculated from responses
to stimuli with no coherent motion in which all the dots moved randomly (center panel ). (b) Average firing rate responses of two
hypothetical middle temporal area (MT) neurons with upward preferred directions to random dot stimuli of various motion strengths.
The circles zoom in on responses to stimuli with no net motion to illustrate that the responses of each neuron will be different on each
stimulus presentation. These trial-to-trial fluctuations in neuronal response are the basis for CP (which measures the correlation
between these fluctuations and behavior) and noise correlation (which measures the correlation between these fluctuations in a pair of
neurons). In this illustration, filled circles represent responses on trials in which the animal reported upward motion, and open circles
represent trials in which the animal reported downward motion. (c) Frequency histograms of responses of the hypothetical magenta
neuron to stimuli with no net motion separated by whether the animal reported upward motion (top, filled histograms) or downward
motion (downward, open histograms). CP measures the probability with which an ideal observer could predict the animal’s choices from
the responses of this neuron. CP is defined such that if the distributions of responses are identical for up and down choices (left
histograms), CP = 0.5 because an ideal observer would be at chance, or 50% correct performance. If the histograms for the two choices
did not overlap (right histograms), CP = 1 because the observer would be able to use this neuron to predict choices with 100%
accuracy. Note that if the spike counts were lower when the animal reported the neuron’s preferred direction (rates on up trials were
less than on down trials in this case), CP would be less than 0.5. (d ) Noise correlation is calculated using the same trial-to-trial
fluctuations as used in CP but collapsing across choices. The correlation between two neurons is defined as the Pearson’s correlation
coefficient between the responses of a pair of neurons to repeated presentations of the same stimulus. This panel illustrates two
potential noise correlations for the pair of hypothetical neurons in panel b, one in which fluctuations in the responses are correlated
(left panel; each point represents responses on one presentation of a stimulus with no net motion) and one in which the responses are
uncorrelated. In visual cortex, noise correlations tend to be weak but positive (for review, see Cohen & Kohn 2011).
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when it reported downward motion, whereas a
CP of 0 would indicate that the neuron always
fired more when the monkey reported down-
ward motion. A CP of 0.5 would indicate no re-
lationship between the neuron’s responses and
the animal’s decisions. Empirically, the authors
found a mean CP of 0.56, meaning that the
activity of MT neurons is weakly but consis-
tently related to perceptual choices in this task
(Britten et al. 1996).

Although CPs for sensory neurons are typi-
cally small (usually <0.6), it is remarkable that
they are detectable at all, given that many thou-
sands of cortical neurons are activated by a typi-
cal sensory stimulus. If the responses of all these
thousands of neurons contribute independently
to a decision, the relationship between the one
that an experimenter happens to find with an
electrode and the animal’s behavior should be
negligible. If, however, very few neurons are
involved in the decision, the chances of finding
one of them during a recording session should
be very low.

Quantitative simulations have been in-
valuable for understanding how it is possible
that the activity of any one neuron could

correlate with behavior when so many neu-
rons are potentially involved in the decision.
The dominant theoretical framework has
been a simple pooling model, developed to
describe the data from the original study by
Britten and colleagues (Shadlen et al. 1996).
This model necessarily represents a consid-
erable simplification of the cortical circuitry,
but because of its simplicity, it has pro-
vided a useful and influential framework in
which to think about CPs. In the motion
direction–discrimination task, the model
discriminates upward from downward motion
by comparing the activity of two pools of
direction-selective neurons, one preferring up-
ward motion, the other preferring downward
(Figure 2a). The activity of the neurons in
each pool is summed, and the model reports
the direction of motion corresponding to the
pool with greater activity. When the authors
assumed that the responses of each neuron
fluctuated independently of all other neurons,
the model indicated that a mean CP as high
as 0.56 (Britten et al. 1996) implies that the
decision was based on a very small number of
neurons (<10).

Decision:
ΣU – ΣD ± x

Decision:
ΣU – ΣD

a Pools of sensory neurons 

r–up-up

r–up-down

r–down-down

Up-preferring neurons, U1...UN

Down-preferring neurons, D1...DN

b Pools of sensory neurons 

r–up-up

r–up-down

r–down-down

Up-preferring neurons, U1...UN

Down-preferring neurons, D1...DN

r–x-up

r–x-down

X

Figure 2
(a) Schematic of the pooling model. The spikes from one group of neurons, preferring upward motion (blue), are summed, as are the
responses of a group preferring the opposite direction (red ). The decision is based on the difference of these sums:

∑
U −

∑
D.

Double-headed arrows indicate interneuronal noise correlations. (b) A single neuron (x) is added. Whether this neuron is part of the
“up” pool (positive weight) the down pool (negative weight) or neither (0 weight) has negligible effect on the decision if the pools are
large. If fluctuations in spike count of neuron X are correlated with those of neurons in one decision pool, then neuron X will be
correlated with the decision. If neuron X is correlated with neurons in both pools to equal extents, then there will be no correlation
with the decision.
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The resolution to the apparent paradox
between large numbers of neurons and mea-
surable CPs lies in the observation that the
responses of nearby cortical neurons tend to
fluctuate in a correlated manner (Figure 1d ).
CP measures the relationship between fluctua-
tions in the response of one neuron to repeated
presentations of the same stimulus and the
animal’s choices. The term noise correlation
refers to the relationship between those same
response fluctuations in pairs of nearby neu-
rons (Bair et al. 2001). Noise correlation (also
called spike count correlation or interneuronal
correlation) is simply the Pearson’s correlation
between the trial-to-trial fluctuations in the re-
sponses of a pair of neurons. In sensory cortex,
noise correlations among pairs of nearby neu-
rons with similar tuning are typically weak but
positive (for review, see Cohen & Kohn 2011).

The existence of positive noise correlations
explains the existence of CPs in large pools of
neurons. The pooling model hypothesizes that
the animal’s decision is related to the summed
activity of many neurons. If the responses of all
neurons fluctuated independently, the summed
activity of all the neurons that contribute to a
decision would be nearly constant because the
noise would be averaged away. If, however, the
responses of all neurons fluctuate up and down
together (as is the case when noise correlations
are positive), the summed activity of even
thousands of neurons will fluctuate as well. In
this scenario, the activity of any one neuron
will be correlated with behavior simply because
it is correlated with all the rest of the neurons
and therefore with the monkey’s percept.
Measured CPs therefore depend critically on
the presence of noise correlations within a
population of neurons.

Since the original study by Britten and col-
leagues, our knowledge of the conditions under
which CPs are observed, and our understand-
ing of what they can tell us about the process
of perceptual decision making, has greatly ex-
panded. Our goals here are to review studies
of CP in different systems and tasks, to explore
the implications of CPs for population coding
and decision making, and to discuss how recent

and future experimental and theoretical work
will shed light on the neuronal mechanisms un-
derlying perception. We discuss experimental
methods for determining the number of neu-
rons involved in a perceptual decision, the role
of noise correlations in determining observed
CPs, evidence that CPs may at least partially
reflect the impact of top-down signals on the
activity of sensory neurons, and cases in which
CPs can and cannot be used to infer the way that
the responses of many neurons are combined to
guide decisions.

DETERMINING THE NUMBER
OF NEURONS INVOLVED
IN A DECISION
Above, we describe two important factors
that interact to determine CP: the number of
neurons that contribute to the decision (pool
size) and the extent to which fluctuations in
activity are correlated between neurons. At one
extreme is the possibility that fluctuations in
activity are independent in different neurons.
Under this assumption, the pooling model
shows that typical CPs imply that very few
neurons are involved in the decision (pool sizes
of fewer than 10 neurons). Larger pool sizes
require the existence of noise correlations to
explain CP (Shadlen et al. 1996). Most studies
reporting CP have not simultaneously mea-
sured interneuronal correlations from the same
trials. In such studies, since noise correlations
might have been very small, small pool sizes
remain a viable theoretical explanation.

One difficulty with proposing small deci-
sion pools is explaining how it is possible to
record significant CP on average in a large
group of neurons sampled at random from
the population. If all these neurons were
recorded using the same physical stimulus,
the observation of CP in many neurons would
rule out the possibility of very small pools; if
only very few neurons contribute to a decision,
the probability of encountering such a neuron
would be tiny. However, in most studies, a
number of stimulus parameters are adjusted
to make signals from a given cell especially
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relevant. If the stimulus is sufficiently tailored
in this way, it becomes possible that for each of
the specific stimuli used, the pool size under-
lying psychophysical responses is indeed small.
Some studies that tried to ensure very specific
matching of stimuli to neuronal preferences
have argued in favor of such a scheme (Ghose
& Harrison 2009), and such data are certainly
compatible with small pool sizes. However,
because noise correlations were not measured,
the data are equally compatible with large pool
sizes and correlated activity.

One experimental observation argues
strongly against the idea of small pool sizes.
In the widely used random dot direction task,
CP changes quite gradually as the stimulus
orientation moves away from a neuron’s
preferred direction (Bosking & Maunsell 2011,
Cohen & Newsome 2009). In contrast, if the
careful tailoring of stimulus parameters leads
to CP because of small pool sizes, changing the
stimulus should lead to substantial reductions
in CP. To our knowledge, no study has
demonstrated a rapid decrease in CP with
changes in the stimulus, making it unlikely that
small pools explain CP.

In the absence of clear evidence that small
pools of cortical neurons underlie sensory de-
cisions, the remainder of the review makes the
assumption that large pools of neurons are re-
sponsible. As mentioned above, the existence
of CPs when pool sizes are large implies that
fluctuations in activity are correlated between
neurons. We now discuss these correlations in
more detail.

INTERNEURONAL NOISE
CORRELATIONS
AND CHOICE PROBABILITY

The Importance of Noise
Correlation Structure

Based on the limited data available at the time,
the original pooling model used a correlation
structure (a relationship between noise corre-
lation and tuning or pool identity) consisting
of weak positive noise correlations between
neurons within a pool (which we term rup-up to

refer to correlations between pairs of neurons
preferring upward motion) and no noise
correlations between neurons in opposite pools
(e.g., between an upward- and a downward-
preferring neuron, rup-down = 0). The CPs
produced by the pooling model in this scheme
depend on both the correlations between
neurons and on how the neuronal signals are
pooled (or read out by downstream neurons).
To understand the relationship between
readout, correlation, and CP, it is useful to
consider what determines the CP found in any
one model neuron (neuron “X” in Figure 2b).
A recent study (Haefner et al. 2012) derived an
expression for this quantity and showed that

CPi − 0.5 ∝
N∑

j=1

w j ri j /βN , 1.

where CPi is the CP observed in the ith neuron,
w j is the contribution of neuron j to the decision
(pooling weight), and ri j is the noise correlation
between neuron i and neuron j. The term β de-
pends on the weighted mean of all correlations
but is the same for all neurons in a given model.

In fact, the relationship is not exactly pro-
portional, but over the range of observed
CP, Equation 1 is an excellent approximation.
When the pool of neurons is large, the contri-
bution of neuron i to the sum on the right-hand
side of Equation 1 becomes negligible. There-
fore, the pooling weight assigned to any one
neuron has no impact on the CP recorded from
that neuron. Rather, CP is determined by the
mean correlation between that neuron and all
other neurons, weighted according to pooling
weight of each of the other neurons.

The idea that an individual neuron’s pooling
weight does not affect its CP can be illustrated
in some informative scenarios. Consider a situa-
tion in which there are just two opposing sets of
neurons (“up” and “down” pools). In this case,
the two pools are given opposite weights. For
example, all up-preferring neurons might have
a weight of +1, and down-preferring neurons
might have a weight of −1 (meaning that they
contribute evidence against, rather than in sup-
port of, an up decision). In the simplest model
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used by Shadlen et al. (1996), correlations be-
tween all pairs of up-preferring neurons take
the same value (rup-up), whereas correlations be-
tween pairs involving one up-preferring neu-
rons and one down-preferring neuron take a
different value (rup-down). If rup-down is zero, Equa-
tion 1 shows that CP depends only on rup-up,
the correlation between neurons belonging to
a given pool, as found in Shadlen et al. (1996).

However, several studies have revealed
that even neurons with different preferred
directions tend to have weakly positive noise
correlations (Cohen & Newsome 2008,
Gutnisky & Dragoi 2008, Huang & Lisberger
2009, Jermakowicz et al. 2009, Kohn & Smith
2005, Smith & Kohn 2008, Zohary et al. 1994),
so it is more realistic to consider the case where
rup-down is also positive. In this case, Equation
1 shows that CP depends on rup-up − rup-down, as
found in numerical simulations (Nienborg &
Cumming 2010). CP does not simply depend
on the overall level of correlations between
all pairs of neurons in the decision pools. It
depends on the structure of these correlations;
there must be a specific relationship between
pooling weight and noise correlation. The
simplest case is that correlations between
neurons within a single pool (neurons with
weights of the same sign) are higher than
correlations between neurons that belong to
different pools (weights of opposite signs).

Because the pooling weight of any indi-
vidual neuron does not affect that neuron’s
CP, Equation 1 accounts for simulations that
included a population of model neurons mak-
ing no contribution to a decision [i.e., have a
weight of 0 (Cohen & Newsome 2009)]. These
“irrelevant” neurons can have CP just as large
as neurons that do contribute to the decision.
As long as both types of neurons have the same
correlations with the other neurons in the deci-
sion pool, they will have the same CP regardless
of their pooling weight. In Figure 2b, if the
set of correlations between neuron “X” and all
other neurons is fixed and N is large, then the
CP observed in neuron “X” is the same whether
the weight (w) is −1, 0, or 1. This lack of de-
pendence on pooling weight occurs because the

contribution of this neuron to the decision, wxx
(where x is the response of neuron “X”), is negli-
gible when N is large. Consequently any corre-
lation between x and the decision arises only be-
cause of correlations between neuron “X” and
the pools of upward- or downward-preferring
neurons (Ui and Di). For the same reasons,
neurons that do contribute to a decision will
not show CP if they lack the appropriate corre-
lations. If the mean correlation between neuron
“X” and all up neurons equals the mean corre-
lation between “X” and all down neuron cor-
relations, then CP will be 0.5, regardless of the
weight wx given to that neuron (Equation 1).

Neurons that carry the most reliable
signals for discrimination (quantified using a
neurometric threshold; for review, see Parker
& Newsome 1998) tend to show larger CPs
(Britten et al. 1996, Celebrini & Newsome
1994, Gu et al. 2008, Parker et al. 2002,
Purushothaman & Bradley 2005, Romo et al.
2002, Uka & DeAngelis 2004). Because the
weight assigned to a neuron does not influence
its CP, this result cannot be explained by sug-
gesting that the animals assign greater weight
to these more reliable neurons. Rather, the re-
lationship between neuronal sensitivity and CP
has been explained by suggesting that neurons
with weak signals also have weaker noise cor-
relations with neurons carrying strong signals
(Shadlen et al. 1996). Although this correlation
between sensitivity and CP is commonly found,
20-fold changes in neuronal sensitivity have
been reported across studies with little differ-
ence in CP (e.g., Britten et al. 1992, 1996; Cook
& Maunsell 2002; Purushothaman & Bradley
2005). Conversely, studies finding higher CPs
than typical (e.g., Dodd et al. 2001) do not show
unusually high neuronal sensitivity (Parker
et al. 2002). Thus, across studies, there is not
a consistent relationship between CP and the
ratio of neurometric threshold to psychometric
threshold. This variation between studies can
nonetheless be explained by differences in how
neurons are weighted: Whereas psychometric
thresholds depend on the relative weights of
sensitive and less sensitive neurons in a pool,
CPs depend on the correlation structure and
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only indirectly on the weights of the neurons
within a pool (Equation 1). A study that
looked at CP over several months of training
found that as behavioral thresholds improved,
CP for the more sensitive neurons gradually
increased, whereas neurometric thresholds
were unchanged (Law & Gold 2008). This
finding was explained by suggesting that the
animals learn to adjust pooling weights to favor
more sensitive neurons. Equation 1 shows that
this explanation requires that the less sensitive
neurons that have lower weights also have
weak noise correlations with more sensitive
neurons. If this were not true, the terms w j ri j

contributed by the insensitive neurons would
still produce high CP early in training.

At first sight, this dissociation between pool-
ing weight and CP for individual neurons sug-
gests that it is not possible to infer anything
about the contributions of neurons to decisions
based on CP. However, considering the entire
population, CP does depend on both correla-
tions and pooling weights. For this reason, it
may still be possible to use measures of CP com-
bined with measures of noise correlation to say
something about the contribution of identified
subpopulations of neurons to a decision (see Us-
ing Choice Probability to Infer Readout). Be-
cause this process still makes assumptions about
what gives rise to a structured pattern of noise
correlations, it is important first to consider
how this pattern of correlations might arise.

Sources of Correlation Leading to
Choice Probability
Equation 1 shows that in discrimination tasks,
CP will arise when correlations within a pool
are higher than those between pools. This find-
ing suggests that neurons within a pool sup-
porting one decision receive a common signal
that is not shared between pools supporting op-
posite decisions. Because correlations are likely
the largest determinant of CP, understanding
the origin of this common signal is critical for
understanding the origin of CPs.

Three potential (not mutually exclusive)
sources of common signals could lead to CPs.

1. The common signal could reflect noise
in shared, feed-forward sensory afferents.
This includes sensory noise at the level
of the sensory receptors and noise arising
from action-potential propagation and
synaptic transmission. As neurons with
similar tuning preference share more
inputs than do neurons with different
tuning preferences the noise in such
feed-forward afferents could cause
higher correlations in similarly tuned
neurons than in neurons with different
tuning, as is required for CPs.

The spatial structure of correlations
in cortex suggests that sensory afferents
are not the only inputs producing noise
correlation. If they were, then noise cor-
relations should be restricted to distances
over which neurons receive common
feed-forward input. In contrast, measure-
ments in V1 have found that correlations
are present over large distances of cortex
(up to 10 mm; e.g., Smith & Kohn 2008),
whereas correlations in retinal ganglion
cells are spatially very localized and
restricted largely to directly neighboring
pairs (Greschner et al. 2011). This broad
spatial structure suggests that, at least
in area V1, shared noise in feed-forward
inputs is not the only source of variability
contributing to noise correlation. These
spatially extended correlations in V1
mean that subsequent processing stages
(e.g., MT) might show correlations over
large distances that reflect correlations
in the afferent input from V1.

2. The common signal could be generated
within a sensory area (and perhaps
transmitted in a feed-forward way to
downstream areas). This signal could
arise from mutual connectivity between
neurons with similar tuning preference
such that they share locally generated
noise or from horizontal connections
among functionally similar neurons
(Ahmed et al. 2012, Malach et al. 1997).
This source of noise likely contributes to
CP, given that the majority of inputs in
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cortex originate from intrinsic connec-
tions (Salin & Bullier 1995) and synaptic
transmission is a substantial source of
noise (Faisal et al. 2008).

These first two sources of correlation
are compatible with the idea that noise
correlations reflect hard-wired mech-
anisms that are a fixed property of the
network. Such inputs likely make an
important contribution to CPs, and many
CP results can be well explained by these
sources of correlations. More recent
data, reviewed below, however, suggest
that the structure of the correlation is
more flexible and can depend, e.g., on
the task an animal performs. Therefore,
a third, more flexible, common signal
likely contributes to CP.

3. The flexible common signal underlying
noise correlations and CPs could reflect a
top-down signal (i.e., a signal originating
anywhere but the ascending pathway of
the sensory-processing hierarchy preced-
ing the sensory area from which CPs are
recorded). This common signal could re-
flect a cognitive process such as feature at-
tention and change with task instructions
or any other downstream signal related to
the decision. Such a top-down origin of
the common signal implies that the corre-
lation structure is not fixed but can change
dynamically with the animal’s cognitive
state, e.g., with task instructions. Recent
evidence suggests that top-down signals
contribute to noise correlations, changes
in the structure of the noise correlations,
and CPs.

Several recent studies have found that noise
correlations can be changed dynamically by
the task instructions given to the animal. Two
studies manipulating spatial attention found
that noise correlation decreased when spatial
attention was directed to the receptive field
(Cohen & Maunsell 2009, Mitchell et al. 2009).
However, although the changes in the mean
noise correlation with spatial attention were
dramatic, the structure of the correlation (the

relationship between noise correlation and tun-
ing curve similarity) was unchanged (Cohen
& Maunsell 2009). Therefore, if spatial atten-
tion decreases overall noise correlation without
changing the structure of the correlation in all
tasks, it would not lead to CP changes. (Note
that given that Cohen & Maunsell used a de-
tection task, the observed changes in mean cor-
relation have consequences for measurements
of “detect probabilities” in their task, as ad-
dressed below in Detection Tasks: A Differ-
ent Relationship Between Noise Correlations,
Neuronal Activity, and Behavior.)

A different study looked explicitly at cor-
relation in two discrimination tasks (Cohen &
Newsome 2008) and found changes in the cor-
relation structure that would lead to changes
in CP. In interleaved trials, the animals were
required to discriminate the direction of mo-
tion along orthogonal axes of motion direction,
e.g., left versus right in one trial, then up versus
down in a subsequent trial. The discrimination
axes were carefully chosen for any given pair
of neurons to ensure that for one axis the two
MT neurons contributed to the same decision
pool, whereas for the orthogonal axis they con-
tributed to opposite decision pools. Cohen &
Newsome found systematic changes in correla-
tion as a function of the task. For neurons with
preferred directions that differed by less than
135◦, they found higher correlations when both
neurons contributed to the same decision pool,
compared with when they contributed to op-
posite pools. These correlation measures were
all made using responses to a single visual stim-
ulus, dots moving with zero coherence. Only
the task context in which they were presented
had changed, suggesting that these changes in
correlation reflect some top-down input. The
authors’ simulations demonstrate that correla-
tion change could result from fluctuations in
feature-selective attention to the two choice
directions. For example, while discriminating
upward from downward motion, the animal
may attend more strongly to upward motion
on some trials and downward motion on oth-
ers. These fluctuations would add a positively
correlated signal to neurons belonging to the
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same decision pool and a negatively correlated
signal to neurons in opposite pools. Using the
basic pooling model, Nienborg & Cumming
(2010) estimated that the signal coming from
these fluctuations accounts for approximately
half the observed CP in MT.

However, using the pooling model in this
way makes an important assumption: that the
changes in spike count produced by feature
attention still contribute to the animal’s de-
cision. Alternately, the animal could know its
attentional state on each trial and discount it
when making a decision. If attentional changes
are not discounted, and hence do contribute
to decisions, there should be a systematic re-
lationship between the attentional state and
choice. Evidence in favor of this was found by
Nienborg & Cumming (2009), who used a vari-
ant of reverse-correlation analysis to estimate
changes in the neuronal response function with
choice. They found that choices to a neuron’s
preferred stimulus feature were associated with
an increase in neuronal response gain, similar
to effects of attention.

If such a feature-selective signal is present
before the decision is formed (possibly reflect-
ing a bias or expectation), it may bias the de-
cision via its effect on the sensory neurons.
Nienborg & Cumming (2009) found indirect
evidence to support this notion. On trials where
small rewards were available, animals made less
use of visual information in the stimulus, pre-
sumably relying more on biases. The trials
with small reward were associated with slightly
higher CP, suggesting that fluctuations in bias
contributed to CP.

Alternatively, a feature-selective top-down
signal could occur after the decision is formed
(postdecision). The role of such a feature-
selective feedback signal may be to serve
perceptual stability, in particular when the
sensory signals are weak or ambiguous, the
situation in which CPs are typically measured.
Nienborg & Cumming (2009) also found ev-
idence that postdecision top-down signals may
contribute to CPs. The study used a reverse-
correlation approach (“psychophysical reverse
correlation”) to quantify how the monkeys

weighted the relevant information in the visual
stimulus and simultaneously measured CPs in
V2. Although the weight that the animals gave
to the visual stimulus decreased over the course
of the trial, CPs did not decrease. As the animals
give less weight to the visual inputs, stochastic
variation in the neural representation of those
inputs should also have less impact on choice,
and hence CP should fall. Nienborg & Cum-
ming proposed that a feature-selective feedback
signal (reflecting the decision) supported CP
at the end of the trial. If these changes in noise
correlation during stimulus presentation were a
fixed property of feedforward correlations, this
might also explain the result. These changes in
noise correlation during stimulus presentation
being a property of fixed, feedforward noise
correlations might also explain the result. Data
on the structure of the correlation over time
from untrained fixating or anesthetized animals
are sparse and differ between studies (Samonds
et al. 2009; M.A. Smith, M.A. Sommer,
A. Kohn, unpublished observations), making it
unclear whether the structure of feed-forward
noise correlations changes in a way to account
for the time course of CPs.

Further experiments will be required to un-
derstand the relationship between the effect of
top-down signals on the structure of noise cor-
relations, on the sensory representation, and
on the readout of that representation. Without
new data, it will be difficult to provide quantita-
tive estimates of the contribution that top-down
signals make to the structure of noise correla-
tions, CP, and the extent to which these precede
or follow the decision.

Choice Probability for More than One
Stimulus Attribute Indicates Highly
Structured or Flexible Correlations
Neurons in MT show CP for direction-
discrimination tasks (Britten et al. 1996),
disparity-discrimination tasks (Uka &
DeAngelis 2004), speed-discrimination
tasks (Liu & Newsome 2005), and a task that
required subjects to identify the conjunctions
of disparity and motion (differentiating “near
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and left” from “near and right”; Dodd et al.
2001). As laid out above (see The Impor-
tance of Noise Correlation Structure), the
observation of CPs in each of these tasks
implies that the correlation between neurons
supporting the same decision is higher than
the correlation between neurons supporting
different decisions.

The CP observed in the disparity task
implies that correlations between neurons
with similar disparity preferences (e.g., both
preferring “near” disparities) are higher than

correlations between neurons with dissimilar
disparity preferences (e.g., one preferring
near disparity, one preferring far disparity)
(Figure 3b). For the direction-discrimination
task, a mean CP in right-preferring neurons
is observed because they have larger noise
correlations with one another than with
left-preferring neurons. But this population of
right-preferring neurons includes both near-
and far-preferring neurons (Figure 3a), and
correlations between these pairs need to be
low to explain CP in the disparity task. In the

Left
and near 

Left
and far 

Right
and far Right

and near 

Direction task 

CP implies: r–left > r–left-right

r–left

r–right

r–left-right

a

Cylinder task 

Left
and near Left

and far 

Right
and far 

Right
and near CP implies: r–clockwise > r–clockwise-counterclockwise

r–clockwise-counterclockwise

r–counterclockwise

r–clockwise

c

Disparity task 

Left
and near Left

and far 

Right
and far Right

and near CP implies: r–far > r–far-near

r–far r–near

r–far-near

b

Mean noise correlation
within a decision pool
(within and across subpools)  

Decision pools 

Mean noise correlation
between decision pools   

Decision:
N > F ? 

Decision:
L > R ? 

Decision:
CW > CCW ? 

Figure 3
Using the same neurons for different tasks (motion and disparity). Four pools of neurons are shown with preferences for each
conjunction: left and far, left and near, right and far, and right and near. Depending on the task being performed, these groups must be
pooled differently. Dashed ellipses group together neurons in a decision pool in each case. (a) Direction discrimination. (b) Disparity
discrimination. (c) A task involving two transparent surfaces forming the appearance of a rotating cylinder. Animals reported the
conjunction of disparity and motion, corresponding to identifying whether the cylinder rotation was clockwise or counterclockwise. In
each case, the requirements for interneuronal correlation to produce choice probability (CP) are different. A single pattern of
interneuronal noise correlations that can explain CP in all three tasks needs to be highly structured.
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conjunction task (Figure 3c) near and right
neurons are pooled with far and left neurons.
These two groups belong to opposite pools in
the direction task and in the disparity task. It is
not clear that a single fixed set of interneuronal
correlations can explain CP in all three tasks,
and no quantitative studies have explored this.

This argument compares different studies,
so it is important to confirm that CP for differ-
ent tasks can be measured in the same neurons.
Sasaki & Uka (2009) recorded from MT
neurons in animals trained to perform both
disparity- and depth-discrimination tasks and
found significant CP for both tasks. They found
that the direction-discrimination task produced
substantially larger CPs when the animals’
behavioral report involved the same eye move-
ment used to report preferred disparity. This
may be explained in principle if the animals
were not reliably switching tasks according to
their instructions, although the authors present
evidence against this interpretation. If the effect
is not explained by poor behavior, it implies
that the strongest correlations exist among
neurons with preferences for disparity and
motion that follow the (arbitrary) convention
chosen by the experimenters. It is difficult to
imagine that this represents an innate property
of MT. The alternative is to suggest that
training has established a particular structure
of interneuronal correlations in these animals.
If this does happen, there would be no need
to find a fixed set of noise correlations that can
explain CPs for multiple tasks. Rather, the cor-
relation structure changes with the task because
of training. More work with animals trained on
multiple tasks will be required to address this
point. Of course, a significant top-down com-
ponent that changes with task also removes the
need for a single, fixed, correlation structure.

Detection Tasks: A Different
Relationship Between Noise
Correlations, Neuronal Activity,
and Behavior
The impact of noise correlations on the
relationship between the activity of any given
neuron and behavior depends on the way that

information from multiple neurons is com-
bined to drive a perceptual decision. So far,
our discussion has focused on discrimination
tasks, in which the logical decision rule is to
compute the difference in activity between two
pools of neurons (each pool favoring one of the
two possible choices). Other tasks, however,
have different ideal algorithms for combining
the activity of multiple cells.

One commonly studied task with a fun-
damentally different relationship among noise
correlations, activity in single neurons, and be-
havior is a change-detection task. Rather than
asking the subject to differentiate between, for
example, upward from downward motion, these
tasks require a subject to notice a change in
a single stimulus (Bosking & Maunsell 2011;
Cohen & Maunsell 2010, 2011; Cook & Maun-
sell 2002) or the onset of a weak stimulus
(Palmer et al. 2007).

In certain detection tasks, ideal decod-
ing often involves simply taking the (perhaps
weighted) average response of a single pool of
neurons. For example, the vast majority of cells
respond more to a stimulus than to a uniform
background, so the onset of a low-contrast stim-
ulus could be detected simply by comparing
the average response to some criterion level
(Palmer et al. 2007). In other tasks, prolonged
exposure to a base stimulus may lead to adap-
tation of neuronal responses, so most neurons
will show increased responses to the changed
stimulus when that adaptation is released
(Cohen & Maunsell 2010, 2011).

Even when a decision is based on the aver-
age of a single neuronal pool, one may quantify
the relationship between the activity of indi-
vidual neurons and behavior in the same way
as for a discrimination task. The detect proba-
bility (DP) is the probability that an ideal ob-
server could predict whether an animal will de-
tect a near-threshold change in a stimulus on
the basis of the fluctuations in the responses of
an individual neuron. The term detect proba-
bility was chosen to distinguish it from CP in
discrimination tasks.

Unlike CPs, DPs in tasks in which the deci-
sion is based on the average activity in a single
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group of neurons are monotonically related to
the average amount of noise correlation in the
pool (rather than the difference in correlation
between two pools). This result can be seen
from Equation 1 if all the weights are positive.
When noise correlations are low, the average
response upon which the decision is based does
not vary much, so the activity of one neuron
is not very predictive of the animal’s choices.
When correlations are high, fluctuations in
each neuron’s responses will be correlated with
the decision because they are correlated with
the activity of the pool as a whole.

One important consequence of this differ-
ent relationship between noise correlations and
DPs is that cognitive factors and experimental
artifacts can have a greater effect on DPs than
CPs. Because CPs are affected only by the dif-
ference in the correlations within and between
two pools, they can be affected only by a cog-
nitive factor that affects the two pools differ-
ently. Suppose that an animal fails to direct spa-
tial attention to the stimulus during one trial.
This will reduce neuronal firing rate and re-
duce the probability that an animal detects any
change, producing a correlation between firing
rate and choice. In the direction-discrimination
task, spatial attention should affect “up” and
“down” pools equally and hence will not pro-
duce systematic CP. In this way, fluctuations in
global factors such as arousal, alertness, or mo-
tivation or in many experimental artifacts such
as fixational eye movements or blinks can intro-
duce correlations in firing rate across the en-
tire population and affect DP. Because CP does
not depend on the overall correlation level, but
on the differences in correlation between pools,
these global factors should not affect CP. A
study of the effects of fixational eye movements
found that these did indeed affect DP, but not
CP (Herrington et al. 2009). These cognitive
and experimental factors therefore pose some
difficulty for interpreting DPs in tasks in which
the decision might be based on the average re-
sponse of all neurons.

Detection tasks using stimulus changes that
elicit increases in the responses of some neu-
rons and decreases in others can be useful for

determining the impact of global factors on DP.
In this situation, the animal cannot detect the
change simply by summing the response of all
neurons, so must compare two pools. Because
global factors will affect both pools, while also
affecting psychophysical performance, they will
produce different DP in the two groups. For
example, changes in speed (Price & Born 2010)
or the onset of coherent motion (Bosking &
Maunsell 2011) elicit both increases and de-
creases in MT neurons, depending on the re-
lationship between the particular stimulus and
tuning of the neuron under study. Bosking
& Maunsell (2011) found that neurons whose
preferred direction matched the direction of
the onset of a coherent motion stimulus had
DP that was significantly greater than chance
(0.58), whereas neurons with opposite tuning
had a DP of 0.46 (significantly less than 0.5).
Because the responses of neurons whose pre-
ferred direction matched or opposed the direc-
tion of the coherent motion are equally infor-
mative for solving this task, the responses of the
two groups of neurons should ideally be given
equal and opposite weight in the decision. If this
were true and there were no influence of global
factors on DPs, the DPs for the two groups
should deviate from 0.5 in equal and opposite
amounts. The observed difference in the mag-
nitude of DP for two groups (0.58–0.5 = 0.08
for neurons whose preferred direction matched
the stimulus direction and 0.5–0.46 = 0.04 for
neurons whose preferred direction was opposite
the stimulus direction), therefore, places an up-
per bound on the effects of global factors on DP.

USING CHOICE PROBABILITY
TO INFER READOUT
The existence and pattern of CP are often used
to make inferences about the nature of the
mechanisms that read out the responses of sen-
sory neurons to drive decisions, but CP’s de-
pendence on correlations makes these infer-
ences difficult (Nienborg & Cumming 2007).
As Equation 1 shows, for any given neuron, it
is impossible to determine whether CP reflects
a causal contribution to a decision or whether
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it reflects responses that are simply correlated
with other neurons that do.

Nonetheless, CPs can place some con-
straints on possible readout mechanisms. For
example, in MT, neurons with opposite pre-
ferred directions but similar spatial receptive
fields tend to be weakly but positively corre-
lated (Cohen & Newsome 2008, Huang &
Lisberger 2009, Zohary et al. 1994). In Bosking
& Maunsell’s (2011) detection task, if the neu-
rons whose preferred directions were opposite
the stimulus direction were not involved in
the decision, their positive correlation with
neurons whose tuning matched the stimulus
direction would have led to DPs greater than
0.5. That the authors observed DPs less than
0.5 suggests that the readout mechanism
accounts for the fact that decreases, rather than
increases, in the responses of these neurons sig-
nal motion onset. As described above (see The
Importance of Noise Correlation Structure),
this conclusion depends on both the observed
DP and the interneuronal noise correlation.
Because the latter was not measured, the au-
thors’ conclusion requires an assumption that
the correlation structure during their task was
the same as that reported by other investigators.

CP has also been used to assess the aspects
of the neural code that are relevant for guiding
behavior. Salinas et al. (2000) showed CP for
spike counts (or rates) in primary sensory cortex
in a tactile frequency-discrimination task. They
did not observe significant CP for measures of
the periodicity of the response (their estimate of
a spike-timing signal). Comparing these results
suggests that firing rates, rather than spike tim-
ing, affect decisions. However, this result may
also reflect differences in how these different
properties are correlated between neurons. We
point out above (see The Importance of Noise
Correlation Structure) that if a neuron’s firing
rate does not show appropriate correlations
with other neurons, then that neuron will not
show CP even if it contributes to the decision.
The same argument applies to spiking periodic-
ity: If trial-to-trial fluctuations in this periodic-
ity are not correlated between neurons, or noise
correlations in periodicity do not show the

appropriate structure, then CP will be absent
even if the information is being used to guide
decisions. A study of choice-related responses
in the rat olfactory bulb (Cury & Uchida
2011) found the opposite result: Fine temporal
responses were correlated with the animal’s
reaction time in an olfactory discrimination
task, but the mean rate was not correlated. In
the future, we must identify the correlation
structures for different measures of neuronal
activity to determine whether rate and tempo-
ral codes play different roles in two tasks, in
different brain areas, or across different species.

It Is Difficult to Infer the Time
Window in Which Decisions
Are Made
Ideally, CPs (and all analyses of neuronal
responses contributing to perceptual decisions)
would be calculated using spikes recorded over
the same period during which the animal makes
the perceptual decision. The timing and dura-
tion of this window likely depend on the stimu-
lus: Tasks involving noisy stimuli or stimuli that
evolve over time (Britten et al. 1996, Nienborg
& Cumming 2006, 2009, Uka & DeAngelis
2006) may benefit from longer viewing dura-
tions than would studies that use high-contrast,
noise-free stimuli (Ghose & Harrison 2009,
Price & Born 2010). The decision window also
likely depends on the task: Object recognition
or discrimination may require longer viewing
durations than simple onset detection tasks.
In general, more difficult tasks require longer
durations than easier ones do.

The decision window used by the animal
can be short, variable, and difficult to deter-
mine. Many studies use stimulus presentations
that last greater than one second, but evidence
suggests that animals typically avail themselves
of only a few hundred ms of the available
stimulus duration, even in tasks in which
integrating evidence over time is beneficial
to performance (Cohen & Newsome 2009,
Kiani et al. 2008, Roitman & Shadlen 2002).
When longer stimuli are available, animals
may ignore a stimulus during, for example,
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the period immediately after stimulus onset or
after the decision has been made (Kiani et al.
2008, Nienborg & Cumming 2009). This issue
is made more complicated for the experimenter
because the dynamics of the decision may be
different on every behavioral trial.

Reaction time tasks (in which subjects are
free to respond as soon as they are ready)
can be useful for identifying the decision pe-
riod used by the subject because the response
time provides an upper bound for the time
used and because most animals are motivated
to make quick decisions to receive a reward
(or an easier trial) sooner. Viewing durations
that more closely match the decision window
provide more accurate measurements of the
spikes that may be involved in the decision. In a
reaction-time version of the motion-direction
discrimination task, substantially less noise in
the decision process is necessary to explain ob-
served neuronal sensitivities and CP (Cohen
& Newsome 2009). However, even reaction-
time tasks inevitably include nondecision time,
and the stimulus-presentation time may in-
clude motor-preparation delays (which often
occur after stimulus offset in fixed-duration
tasks). Behavioral and neuronal data can be
useful for estimating these nondecision peri-
ods (Huk & Shadlen 2005, Janssen & Shadlen
2005, Mazurek et al. 2003, Palmer et al. 2005,
Stanford et al. 2010). In practice, however, the
amount of data required to estimate CP accu-
rately and the fact that the animal’s decision-
making process likely varies from trial to trial
make it difficult to estimate the decision win-
dow precisely.

The timescale of interneuronal noise corre-
lations and autocorrelations in a single neuron’s
responses can affect how much misidentifying
the decision period will affect CP measure-
ments. If the timescale of interneuronal corre-
lations is substantially shorter than the decision
period and if fluctuations in neuronal responses
are independent across time (i.e., the responses
show little autocorrelation), then CP should be
high during the decision period and at chance
during other times. Therefore, counting spikes
during nondecision periods should lead to

lower-than-accurate measurements of CP. If,
however, correlations have a long timescale or
there are substantial autocorrelations, then fir-
ing rates outside the decision period should pre-
dict choices. In this case, longer measurement
windows will not bias measurements of CP and
may lead to more accurate measures because
task-independent noise will be averaged out.

Several lines of evidence suggest that CPs
can remain high during nondecision times.
Most directly, several studies have examined
the time course of CP by computing CP in
sliding windows throughout the stimulus-
presentation period. Although the time course
varies somewhat across studies (and even across
subjects within a study) and these calculations
suffer from the weakness that the decision
period may not be the same on every trial, most
studies find that in fixed-duration tasks, CPs
are high throughout the stimulus-presentation
period. CP tends to rise after stimulus on-
set and remains above chance through the
stimulus period (Britten et al. 1996, Celebrini
& Newsome 1994, Nienborg & Cumming
2006, 2009, Uka & DeAngelis 2004). In
reaction-time tasks, CP tends to decay before
the saccade, which could be because the
decision must be expedited to allow for motor
preparation (Cohen & Newsome 2009, Cook
& Maunsell 2002, Price & Born 2010).

Measurements of interneuronal correla-
tions, autocorrelations, and fluctuations in
top-down or cognitive factors are consistent
with the idea that CPs could be high outside
the decision period. Interneuronal correlations
are typically dominated by fluctuations on the
timescale of tens to hundreds of milliseconds
(Bair et al. 2001, Ecker et al. 2010, Kohn &
Smith 2005, Mitchell et al. 2009). MT neurons
show a small amount of autocorrelation on a
similar timescale (Bair et al. 2001), suggesting
that CPs will remain high beyond the decision
period. Two studies using briefly presented
stimuli have demonstrated CPs that lasted less
than 100 ms (Ghose & Harrison 2009, Price &
Born 2010), challenging the above description.
Such rapid decisions may be dominated by
the activity of a very few neurons (Ghose &
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Harrison 2009), in which case a component
of CP no longer depends on correlations
(see Determining the Number of Neurons
Involved in a Decision). If the pools are small
enough, timing of activity in single neurons
could be reflected in CP. Alternatively, the
temporal correlations in firing under these
circumstances (not reported) may have been
short enough to explain the results.

The timescale of fluctuations in top-down
or cognitive factors is typically longer than that
of a perceptual decision. Early attempts to mea-
sure fluctuations in spatial (Cohen & Maunsell
2010) and feature attention (Cohen & Maunsell
2011) based on the activity of a few dozen
sensory neurons suggest that attention fluctu-
ates on timescales ranging from a few hundred
milliseconds to tens of seconds. Even tasks that
push animals to shift attention as quickly as
possible report relatively slow changes. In the
absence of salient changes in a visual stimulus
(exogenous attention), animals can only shift
spatial attention approximately every 400 ms
(Cheal & Lyon 1991, Muller et al. 1998, Muller
& Rabbitt 1989). Even exogenously cued shifts
of attention take at least 100–200 ms (Bisley &
Goldberg 2003, Cheal & Lyon 1991, Herring-
ton & Assad 2009, Krose & Julesz 1989, Muller
& Rabbitt 1989, Nakayama & Mackeben 1989).

Together, these studies suggest that CP will
remain high during nondecision times, which
indicates that measuring CP is not an effective
way to measure a decision period or estimate
the algorithm by which an animal integrates ev-
idence. On the flip side, the relative constancy
of CP throughout a stimulus presentation in-
dicates that it may be possible to measure CPs
fairly accurately even though the precise deci-
sion window is difficult to determine.

Combining Measures of Noise
Correlation and Choice
Probability to Infer Readout
Observing CP in a single neuron does not im-
ply that the neuron contributes to the decision.
Therefore, it is difficult to use CP to infer the al-
gorithms by which sensory information is read

out to drive decisions. However, in cases when
both CPs and noise correlations are measured
within and between identified groups of neu-
rons, one can make reliable inferences concern-
ing how a population of neurons is read out.

A powerful example of this notion comes
from a series of studies investigating how neu-
rons in the dorsal subdivision of the medial
superior temporal area (MSTd) are related to
judgments of the direction of self-motion. Neu-
rons in MSTd carry signals encoding the di-
rection of self-motion, even when an animal is
moved in total darkness (information believed
to be derived from the vestibular system). These
neurons have CPs during vestibular stimulation
(Gu et al. 2007). MSTd also contains many cells
that encode the direction of self-motion simu-
lated by a visual stimulus when the animal is
stationary. These cells also show CPs during
the visual task (Gu et al. 2008).

Although many cells respond to both vi-
sual and vestibular signals, they do not nec-
essarily signal the same motion direction for
both cues. So-called incongruent cells are ac-
tivated most strongly by visual stimuli indi-
cating one direction but by vestibular stimula-
tion indicating the opposite direction (Gu et al.
2008). A similar number of congruent cells pre-
fer the same direction of motion regardless of
the cue used. This heterogeneous population
offers some unique insights into how the sen-
sory information is used because congruent and
incongruent neurons make distinctive contri-
butions to CP in different scenarios.

Figure 4 illustrates the contribution of four
groups of neurons (congruent and incongru-
ent for each direction) to decisions in a self-
motion direction-discrimination task. CP in
these groups depends on both the correlations
between the groups and on how the popula-
tion is read out. Provided noise correlations
are highest for pairs of neurons with similar
tuning for both parameters (e.g., matched in-
congruent pairs have higher correlation than
do congruent-incongruent pairs), then CP in
incongruent neurons reflects the way they are
read out. Gu and colleagues (2011) measured
interneuronal correlations for these neurons
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Vestibular preference
determines weights 

a b Visual preference
determines weights 

Pool of incongruent
neurons 

Pool of congruent
neurons 

Correlation between matched
incongruent neurons 

Correlation between congruent
and incongruent neurons 

Decision:
R > L ? 

Vest. right

Vis. right

Vest. left

Vis. left

Vest. right

Vis. left

Vest. left

Vis. right

Decision:
R > L ? 

Vest. right

Vis. right

Vest. left

Vis. left

Vest. right

Vis. left

Vest. left

Vis. right

Figure 4
Combining measures of choice probability (CP) with measures of interneuronal correlation can test models of readout. Area MST
(medial superior temporal) contains neurons that signal self-motion to visual and vestibular cues. Direction preference is shown by
color (Blue = right, Red = left). Congruent neurons show the same preferred directions for both cues, whereas incongruent neurons
show opposite preferences (hence two colors). Interneuronal noise correlations are shown with double-headed arrows. The darker color
for correlations between neurons within a single pool indicates that these are stronger than correlations between congruent and
incongruent neurons. For simplicity, only three arrows are shown, illustrating how the readout rule affects CP in visual left/vestibular
right incongruent neurons. (a) Neurons are pooled according to vestibular preference (dashed ellipses show pooling rule). (b) Neurons are
pooled according to visual preference. In both cases, there are weak correlations with congruent neurons in both pools. These
correlations have opposite effects on the CP of neurons in the visual left/vestibular right group, which tend to cancel. For that reason,
correlations with the other neurons in the same incongruent group largely determine the sign of CP in incongruent neurons. The
result is that the sign of the CP in this group reflects how it is read out.

and found the typical relationship between tun-
ing curve similarity and noise correlation in
which correlations are highest for neurons with
similar tuning. Gu and colleagues (2008) found
that CP for incongruent cells was greater than
0.5 when calculated according to the vestibu-
lar preference and was therefore systematically
less than 0.5 when calculated with reference to
the visual preference. This observation suggests
that these animals read out the activity of incon-
gruent cells according to the direction of their
vestibular preference. Of course, the results do

not prove that the responses of these neurons
causally contribute to the animal’s decision. It
is always possible that some other population of
neurons forms the decision pool, and neurons
in MSTd simply have appropriate noise cor-
relations with that population. However, these
experiments do demonstrate that the incon-
gruent neurons are not read out according to
their visual preference. Without measures of
interneuronal correlation, even this statement
would not be possible. This example illustrates
that measures of CP combined with measures of
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interneuronal correlation do allow strong tests
of hypotheses describing the way that neuronal
populations are read out to guide decisions.

CONCLUSIONS
The most straightforward interpretation of the
widely observed relationship between the ac-
tivity of neurons in sensory cortex and animals’
behavioral choices is that random fluctuations
in the activity of sensory neurons influence per-
ceptual decisions. If the decision is supported
by large pools of neurons (more than ∼100
neurons), these random fluctuations must be
correlated between members of a pool. Under-
standing which signals give rise to these corre-
lations is therefore central to the interpretation
of CPs. The results of multiple studies suggest
that the correlation structure is not fixed but de-
pends on the task an animal performs. Recent
evidence suggests that, at least for some tasks,
part of this signal reflects the influence of cog-
nitive factors on sensory neurons, but there is
currently no agreed upon method that allows
the relative magnitude of flexible top-down
and hard-wired bottom-up components to be
quantified.

The difficulty of quantifying the relative
influence of various sources of correlations
on CP illustrates a wider problem: that any
attempt to answer a question such as this
depends on the model used. Cognitive factors
are not part of the pooling model, which to
date has dominated thinking about CP. More
complex models of the relationship between
sensory neurons and perceptual decisions will
probably be required in the future. Nonlinear

summation of neuronal responses (even simple
nonlinearities such as thresholding) could lead
to a situation in which correlated activity in
some pairs of neurons has more impact on
choices than it does in other pairs. Exploring
correlations between identified neuronal sub-
types may also help to identify populations with
distinctive contributions to a decision. It may
be important to consider recurrent interactions
between neurons in a pool, neurons in different
pools, and even neurons in different cortical
areas, especially as these may have a profound
effect on interneuronal correlations. Using
different, more sophisticated models to study
decision making may also change the questions
that seem most relevant. For example, in
models that include recurrent interactions,
asking whether CPs and noise correlations
arise from common feed-forward or top-down
inputs may not be possible or even sensible.

Clearly, there is room for much more so-
phisticated models. The development of such
models, however, must depend on empirical
data that are not explained by simple pooling
models. The paucity of such data illustrates
the power of the pooling model. Simultaneous
recordings from large groups of neurons in an-
imals performing threshold psychophysics may
be able to provide such data. New technolo-
gies for manipulating the activity of identified
subgroups of neurons are also likely to be use-
ful. Combining these new physiological meth-
ods with more refined ways of measuring an-
imal behavior may provide a basis for models
that go beyond simple pooling and clarify how
activity in sensory neurons supports perceptual
decisions.
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